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Task-oriented vs. chitchat dialog systems

Two main categories of dialog systems:
▶ Task-oriented (or goal-oriented) dialog systems

▶ Help users to complete certain types of tasks.
▶ Tasks (or domain knowledge) should be given in advance, usually as a set of

pre-defined intentions and slots.
▶ Dialog sessions: the shorter is the better.

▶ Chitchat dialog systems (or social chatbots, social bots).
▶ Chitchat with users on unrestricted topics.
▶ Maximize user engagement by generating enjoyable and more human-like

conversations.
▶ Emotional conversation and personality is welcome.
▶ Dialog sessions: the longer is the better.
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Task-oriented Dialog Systems
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Chitchat Dialog Systems

Hongshen Chen et al., A Survey on Dialogue Systems: Recent Advances and New Frontiers,

ACM SIGKDD Explorations Newsletter 19.2 (2017)
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Abstract

The paper provides an overview of the “Multi-domain Task
Completion” track (Track 1) at the 8th Dialog System Tech-
nology Challenge (DSTC-8). There are two tasks in this track.
The first task is end-to-end multi-domain task-completion,
which aims to build end-to-end task completion dialog sys-
tems based on ConvLab. The second task is fast domain adap-
tation, seeking to develop models that predict user responses
when only limited in-domain data is available. We describe the
submissions for both tasks, automatic evaluation and human
evaluation procedures, and discuss the outcomes of these two
evaluations.

1 Introduction
The Multi-Domain Task-Completion Dialog challenge in-
tends to foster progress in two important aspects of dialog
systems: dialog complexity and scalability to new domains.
First, there is an increasing interest in building complex
bots that span over multiple sub-domains to accomplish a
complex user goal such as travel planning which may in-
clude hotel, restaurant, attraction and so on (Peng et al. 2017;
El Asri et al. 2017; Budzianowski et al. 2018). To advance
state-of-the-art technologies for handling complex dialogs,
we offer a timely task focusing on multi-domain end-to-end
task completion. Second, neural dialog systems require very
large datasets to learn to output consistent and grammatically-
correct sentences (Vinyals and Le 2015; Li et al. 2016;
Wen et al. 2017a). This makes it extremely hard to scale
out the system to new domains with limited in-domain data.
With the fast domain adaptation task, our goal is to investi-
gate whether we can decrease sample complexity, i.e., how
a dialog system that is trained on a large corpus can learn
to converse about a new domain given a much smaller in-
domain corpus.

In Sections 2 and 3, we discuss the setup, evaluation and
results of the end-to-end task completion task and the fast
domain adaptation task, respectively.

∗Currently at Amazon Alexa AI
Copyright c© 2020, Association for the Advancement of Artificial
Intelligence (www.aaai.org). All rights reserved.

2 End-to-End Multi-Domain
Task-Completion Task

In the past decades, most of the task-oriented dialog research
focused on building and improving individual components.
However, the breakthrough in each module is subject to miti-
gation along the pipeline and, therefore, does not necessarily
contribute to the entire system performance (Gao, Galley, and
Li 2019). In recent years, end-to-end dialog modelling (Wen
et al. 2017b; Lei et al. 2018) has been gathering researchers’
attention. Still, there is a lack of existing end-to-end systems
to compare with due to the efforts and difficulty of combining
conventional pipeline methods. Besides, without a massive
shot in building and evaluating end-to-end dialog systems,
we are not well-poised to observe potential unresolved bot-
tlenecks, system pitfalls, and the discrepancy between indi-
vidual components and the entire system.

In the context of DSTC-8 end-to-end multi-domain dialog
challenge, we aim to build a system that is capable of under-
standing natural language generated by a user or a simulator,
tracking the dialog state, interacting with the database, and
generating a dialog response. We run the challenge based
on the setting of a tourist information desk, and evaluate the
systems in an end-to-end fashion.

2.1 Resources
We offer various resources for the challenge.

Dataset We employ MultiWOZ 2.0 (Budzianowski et al.
2018) as the dialog corpus for the challenge. MultiWOZ is
a multi-domain dialog dataset, where dialog agents inter-
act with tourists to satisfy their demands, such as booking
a restaurant or a hotel. The dataset covers 7 domains in a
tourist information desk setting, including Attraction, Hos-
pital, Police, Hotel, Restaurant, Taxi, and Train. It consists
of 10,438 dialogs, with 1000 dialogs used for validation and
test, respectively. More details of the dataset can be found in
Appendix A.

ConvLab To reduce the effort of participants, we have
introduced a multi-domain end-to-end dialog system plat-
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The Multi-Domain Task-Completion Dialog challenge in-
tends to foster progress in two important aspects of dialog
systems: dialog complexity and scalability to new domains.
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bots that span over multiple sub-domains to accomplish a
complex user goal such as travel planning which may in-
clude hotel, restaurant, attraction and so on (Peng et al. 2017;
El Asri et al. 2017; Budzianowski et al. 2018). To advance
state-of-the-art technologies for handling complex dialogs,
we offer a timely task focusing on multi-domain end-to-end
task completion. Second, neural dialog systems require very
large datasets to learn to output consistent and grammatically-
correct sentences (Vinyals and Le 2015; Li et al. 2016;
Wen et al. 2017a). This makes it extremely hard to scale
out the system to new domains with limited in-domain data.
With the fast domain adaptation task, our goal is to investi-
gate whether we can decrease sample complexity, i.e., how
a dialog system that is trained on a large corpus can learn
to converse about a new domain given a much smaller in-
domain corpus.

In Sections 2 and 3, we discuss the setup, evaluation and
results of the end-to-end task completion task and the fast
domain adaptation task, respectively.
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2 End-to-End Multi-Domain
Task-Completion Task

In the past decades, most of the task-oriented dialog research
focused on building and improving individual components.
However, the breakthrough in each module is subject to miti-
gation along the pipeline and, therefore, does not necessarily
contribute to the entire system performance (Gao, Galley, and
Li 2019). In recent years, end-to-end dialog modelling (Wen
et al. 2017b; Lei et al. 2018) has been gathering researchers’
attention. Still, there is a lack of existing end-to-end systems
to compare with due to the efforts and difficulty of combining
conventional pipeline methods. Besides, without a massive
shot in building and evaluating end-to-end dialog systems,
we are not well-poised to observe potential unresolved bot-
tlenecks, system pitfalls, and the discrepancy between indi-
vidual components and the entire system.

In the context of DSTC-8 end-to-end multi-domain dialog
challenge, we aim to build a system that is capable of under-
standing natural language generated by a user or a simulator,
tracking the dialog state, interacting with the database, and
generating a dialog response. We run the challenge based
on the setting of a tourist information desk, and evaluate the
systems in an end-to-end fashion.

2.1 Resources
We offer various resources for the challenge.

Dataset We employ MultiWOZ 2.0 (Budzianowski et al.
2018) as the dialog corpus for the challenge. MultiWOZ is
a multi-domain dialog dataset, where dialog agents inter-
act with tourists to satisfy their demands, such as booking
a restaurant or a hotel. The dataset covers 7 domains in a
tourist information desk setting, including Attraction, Hos-
pital, Police, Hotel, Restaurant, Taxi, and Train. It consists
of 10,438 dialogs, with 1000 dialogs used for validation and
test, respectively. More details of the dataset can be found in
Appendix A.

ConvLab To reduce the effort of participants, we have
introduced a multi-domain end-to-end dialog system plat-
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Abstract

Even though machine learning has become the
major scene in dialogue research community,
the real breakthrough has been blocked by the
scale of data available. To address this fun-
damental obstacle, we introduce the Multi-
Domain Wizard-of-Oz dataset (MultiWOZ), a
fully-labeled collection of human-human writ-
ten conversations spanning over multiple do-
mains and topics. At a size of 10k dialogues,
it is at least one order of magnitude larger than
all previous annotated task-oriented corpora.
The contribution of this work apart from the
open-sourced dataset labelled with dialogue
belief states and dialogue actions is two-fold:
firstly, a detailed description of the data collec-
tion procedure along with a summary of data
structure and analysis is provided. The pro-
posed data-collection pipeline is entirely based
on crowd-sourcing without the need of hir-
ing professional annotators; secondly, a set of
benchmark results of belief tracking, dialogue
act and response generation is reported, which
shows the usability of the data and sets a base-
line for future studies.

1 Introduction

Conversational Artificial Intelligence (Conversa-
tional AI) is one of the long-standing challenges in
computer science and artificial intelligence since
the Dartmouth Proposal (McCarthy et al., 1955).
As human conversation is inherently complex and
ambiguous, learning an open-domain conversa-
tional AI that can carry on arbitrary tasks is still
very far-off (Vinyals and Le, 2015). As a conse-
quence, instead of focusing on creating ambitious
conversational agents that can reach human-level
intelligence, industrial practice has focused on
building task-oriented dialogue systems (Young
et al., 2013) that can help with specific tasks such

∗The work was done while at the University of Cam-
bridge.

as flight reservation (Seneff and Polifroni, 2000)
or bus information (Raux et al., 2005). As the need
of hands-free use cases continues to grow, build-
ing a conversational agent that can handle tasks
across different application domains has become
more and more prominent (Ram et al., 2018).

Dialogues systems are inherently hard to build
because there are several layers of complexity: the
noise and uncertainty in speech recognition (Black
et al., 2011); the ambiguity when understand-
ing human language (Williams et al., 2013); the
need to integrate third-party services and dialogue
context in the decision-making (Traum and Lars-
son, 2003; Paek and Pieraccini, 2008); and finally,
the ability to generate natural and engaging re-
sponses (Stent et al., 2005). These difficulties
have led to the same solution of using statistical
framework and machine learning for various sys-
tem components, such as natural language under-
standing (Henderson et al., 2013; Mesnil et al.,
2015; Mrkšić et al., 2017a), dialogue manage-
ment (Gašić and Young, 2014; Tegho et al., 2018),
language generation (Wen et al., 2015; Kiddon
et al., 2016), and even end-to-end dialogue mod-
elling (Zhao and Eskenazi, 2016; Wen et al., 2017;
Eric et al., 2017).

To drive the progress of building dialogue sys-
tems using data-driven approaches, a number of
conversational corpora have been released in the
past. Based on whether a structured annotation
scheme is used to label the semantics, these cor-
pora can be roughly divided into two categories:
corpora with structured semantic labels (Hemphill
et al., 1990; Williams et al., 2013; Asri et al., 2017;
Wen et al., 2017; Eric et al., 2017; Shah et al.,
2018); and corpora without semantic labels but
with an implicit user goal in mind (Ritter et al.,
2010; Lowe et al., 2015). Despite these efforts,
aforementioned datasets are usually constrained in
one or more dimensions such as missing proper
annotations, only available in a limited capacity,
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Table 2: Full ontology for all domains in our data-set. The upper script indicates which domains it belongs
to. *: universal, 1: restaurant, 2: hotel, 3: attraction, 4: taxi, 5: train, 6: hospital, 7: police.

act type
inform∗ / request∗ / select123 / recommend/123 / not found123

request booking info123 / offer booking1235 / inform booked1235 / decline booking1235

welcome∗ /greet∗ / bye∗ / reqmore∗

slots

address∗ / postcode∗ / phone∗ / name1234 / no of choices1235 / area123 /
pricerange123 / type123 / internet2 / parking2 / stars2 / open hours3 / departure45

destination45 / leave after45 / arrive by45 / no of people1235 / reference no.1235 /
trainID5 / ticket price5 / travel time5 / department7 / day1235 / no of days123

the collection set-up was designed to provide an
easy-to-operate system interface for the Wizards
and easy-to-follow goals for the users. This re-
sulted in a bigger diversity and semantical richness
of the collected data (see Section 4.3). Moreover,
having a large set of workers mitigates the prob-
lem of artificial encouragement of a variety of be-
havior from users. A detailed explanation of the
data-gathering process from both sides is provided
below. Subsequently, we show how the crowd-
sourcing scheme can also be employed to annotate
the collected dialogues with dialogue acts.

3.1 Dialogue Task

The domain of a task-oriented dialogue system is
often defined by an ontology, a structured repre-
sentation of the back-end database. The ontology
defines all entity attributes called slots and all pos-
sible values for each slot. In general, the slots may
be divided into informable slots and requestable
slots. Informable slots are attributes that allow
the user to constrain the search (e.g., area or price
range). Requestable slots represent additional in-
formation the users can request about a given en-
tity (e.g., phone number). Based on a given on-
tology spanning several domains, a task template
was created for each task through random sam-
pling. This results in single and multi-domain di-
alogue scenarios and domain specific constraints
were generated. In domains that allowed for that,
an additional booking requirement was sampled
with some probability.

To model more realistic conversations, goal
changes are encouraged. With a certain proba-
bility, the initial constraints of a task may be set
to values so that no matching database entry ex-
ists. Once informed about that situation by the
system, the users only needed to follow the goal
which provided alternative values.

3.2 User Side

To provide information to the users, each task tem-
plate is mapped to natural language. Using heuris-
tic rules, the task is then gradually introduced to
the user to prevent an overflow of information.
The goal description presented to the user is de-
pendent on the number of turns already performed.
Moreover, if the user is required to perform a
sub-task (for example - booking a venue), these
sub-goals are shown straight-away along with the
main goal in the given domain. This makes the
dialogues more similar to spoken conversations.3

Figure 1 shows a sampled task description span-
ning over two domains with booking requirement.
Natural incorporation of co-referencing and lex-
ical entailment into the dialogue was achieved
through implicit mentioning of some slots in the
goal.

3.3 System Side

The wizard is asked to perform a role of a clerk
by providing information required by the user. He
is given an easy-to-operate graphical user inter-
face to the back-end database. The wizard conveys
the information provided by the current user input
through a web form. This information is persis-
tent across turns and is used to query the database.
Thus, the annotation of a belief state is performed
implicitly while the wizard is allowed to fully fo-
cus on providing the required information. Given
the result of the query (a list of entities satisfy-
ing current constraints), the wizard either requests
more details or provides the user with the adequate
information. At each system turn, the wizard starts
with the results of the query from the previous
turn.

To ensure coherence and consistency, the wiz-
ard and the user alike first need to go through the

3However, the length of turns are significantly longer
than with spoken interaction (Section 4.3).
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Amazon Alexa: Multi-skill Digital Assistant

https://insidethecask.com/2019/01/01/the-top-5-rated-alexa-skills-in-drinks/

6 / 16

https://insidethecask.com/2019/01/01/the-top-5-rated-alexa-skills-in-drinks/


Microsoft XiaoIce: Multi-skill Social Chatbot

Zhou et al. The Design and Implementation of XiaoIce, an Empathetic Social Chatbot

of discrete dialogue turns. At each turn, the chatbot observes the current dialogue state,
and chooses a skill (option) or a response (primitive action) according to a hierarchical
dialogue policy. The chatbot then receives a reward (from user responses) and observes a
new state, continuing the cycle until the dialogue terminates. The design objective of the
chatbot is to find optimal policies and skills to maximize the expected CPS (rewards).

The formulation of dialogue as a hierarchical decision-making process guides the
design and implementation of XiaoIce. XiaoIce uses a dialogue manager to keep track
of the dialogue state, and at each dialogue turn, selects how to respond based on a
hierarchical dialogue policy. To maximize long-term user engagement, measured in
expected CPS, we take an iterative, trial-and-error approach to developing XiaoIce, and
always try to balance the exploration–exploitation tradeoff. We exploit what is already
known to work well to retain XiaoIce’s active users, but we also have to explore what
is unknown (e.g., new skills and dialogue policies) in order to engage with the same
users more deeply or attract new users in the future. In Figure 3, XiaoIce tries a new
topic (i.e., a popular singer named Ashin) in Turn 5 and recommends a song in Turn 15,
and thereby learns the user’s preferences (e.g., the music topic and the singer he loves),
knowledge that would lead to more engagement in the future.

3. System Architecture

The overall architecture of XiaoIce is shown in Figure 4. It consists of three layers: user
experience, conversation engine, and data.

• User experience layer: This layer connects XiaoIce to popular chat
platforms (e.g., WeChat, QQ), and communicates with users in two modes:
full-duplex and taking turns. The full-duplex mode handles
voice-stream-based conversations where a user and XiaoIce can talk to each
other simultaneously. This mode is mainly used for the XiaoIce systems
deployed on smart devices. The other mode deals with message-based
conversations where a user and XiaoIce take turns to talk. This layer also

Figure 4
XiaoIce system architecture.

59

Li et al.,The Design and Implementation of XiaoIce, an Empathetic Social Chatbot, Computational Linguistics, 2020
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Google LaMDA: Language Models for Dialog Applications

Figure 3: How LaMDA handles groundedness through interactions with an external information retrieval system. Blue:
Model. Yellow: Input to model. Red: Output of model. Green: Output of information retrieval system tool. As
discussed in the main text, the LaMDA-Base model is called first, followed by sequential calls to the LaMDA-Research
model. The choice between querying the information retrieval system or responding to the user is determined by the
first word output by LaMDA-Research, which identifies the next recipient.

7 Results on foundation metrics

We first summarize the datasets and methods used, and then discuss the main results.

Table 1 presents a summary of the crowdworker-annotated data that we use to improve the foundation metrics in this
paper.

Leveraging these datasets, we perform two levels of fine-tuning, as discussed in Section 6:

• FT quality-safety: fine-tune the pre-trained model (PT) to train discriminators that predict quality and safety
labels. The generated candidate responses are filtered at inference time by their safety scores, and re-ranked by
a weighted sum of the three quality score types. PT is also fine-tuned to generate in-context responses from
a clean sample of pre-training dialog data filtered using LaMDA discriminators. See Section 6.1 for more
details.

• FT groundedness (LaMDA): fine-tune FT quality-safety to generate calls to an external information retrieval
system to provide attributed responses. The model is also fine-tuned to jointly predict the quality and the type
(i.e., calling a certain tool or replying to the user) of the next action. See Section 6.2 for more details.

10

TS: Toolset
▶ Information Retrieval System
▶ Language Translator
▶ Calculator
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User Intent Modeling in Dialog Systems

▶ Multi-Domain Task Competion System (MultiWOZ, Amazon Alexa):
▶ an unified domain-intent-slot ontology

▶ Multi-Skill Social Chatbot (XiaoIce, LaMDA):
▶ no general intent modeling for the whole system
▶ intent modeling may exist in the skills as plug-in components
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Why User Intent Modeling is Important for Dialog Systems

▶ Users are engaged in a conversation to fullfil their certain requirements
▶ The user requirements can be represented as an hierarchy of intents
▶ Without understanding the user intents, a dialog agent is hard to meet the

user requirements
▶ The user intents could be regarded as extensions of Dialog Acts or Speech

Acts which has been researched a lot in theory
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Speech Acts: categories
▶ By John Langshaw Austin:

▶ 判定语（verdictives）
▶ 裁定语（exercitives）
▶ 承诺语（commissives）
▶ 阐述语（expositives）
▶ 行为语（behabitives）

▶ By John Rogers Searle:
▶ 断言（assertives）
▶ 指令（directives）
▶ 承诺语（commissives）
▶ 表情语（expressives）
▶ 宣布（declarations）

▶ By MultiWOZ:
Table 2: Full ontology for all domains in our data-set. The upper script indicates which domains it belongs
to. *: universal, 1: restaurant, 2: hotel, 3: attraction, 4: taxi, 5: train, 6: hospital, 7: police.

act type
inform∗ / request∗ / select123 / recommend/123 / not found123

request booking info123 / offer booking1235 / inform booked1235 / decline booking1235

welcome∗ /greet∗ / bye∗ / reqmore∗

slots

address∗ / postcode∗ / phone∗ / name1234 / no of choices1235 / area123 /
pricerange123 / type123 / internet2 / parking2 / stars2 / open hours3 / departure45

destination45 / leave after45 / arrive by45 / no of people1235 / reference no.1235 /
trainID5 / ticket price5 / travel time5 / department7 / day1235 / no of days123

the collection set-up was designed to provide an
easy-to-operate system interface for the Wizards
and easy-to-follow goals for the users. This re-
sulted in a bigger diversity and semantical richness
of the collected data (see Section 4.3). Moreover,
having a large set of workers mitigates the prob-
lem of artificial encouragement of a variety of be-
havior from users. A detailed explanation of the
data-gathering process from both sides is provided
below. Subsequently, we show how the crowd-
sourcing scheme can also be employed to annotate
the collected dialogues with dialogue acts.

3.1 Dialogue Task

The domain of a task-oriented dialogue system is
often defined by an ontology, a structured repre-
sentation of the back-end database. The ontology
defines all entity attributes called slots and all pos-
sible values for each slot. In general, the slots may
be divided into informable slots and requestable
slots. Informable slots are attributes that allow
the user to constrain the search (e.g., area or price
range). Requestable slots represent additional in-
formation the users can request about a given en-
tity (e.g., phone number). Based on a given on-
tology spanning several domains, a task template
was created for each task through random sam-
pling. This results in single and multi-domain di-
alogue scenarios and domain specific constraints
were generated. In domains that allowed for that,
an additional booking requirement was sampled
with some probability.

To model more realistic conversations, goal
changes are encouraged. With a certain proba-
bility, the initial constraints of a task may be set
to values so that no matching database entry ex-
ists. Once informed about that situation by the
system, the users only needed to follow the goal
which provided alternative values.

3.2 User Side

To provide information to the users, each task tem-
plate is mapped to natural language. Using heuris-
tic rules, the task is then gradually introduced to
the user to prevent an overflow of information.
The goal description presented to the user is de-
pendent on the number of turns already performed.
Moreover, if the user is required to perform a
sub-task (for example - booking a venue), these
sub-goals are shown straight-away along with the
main goal in the given domain. This makes the
dialogues more similar to spoken conversations.3

Figure 1 shows a sampled task description span-
ning over two domains with booking requirement.
Natural incorporation of co-referencing and lex-
ical entailment into the dialogue was achieved
through implicit mentioning of some slots in the
goal.

3.3 System Side

The wizard is asked to perform a role of a clerk
by providing information required by the user. He
is given an easy-to-operate graphical user inter-
face to the back-end database. The wizard conveys
the information provided by the current user input
through a web form. This information is persis-
tent across turns and is used to query the database.
Thus, the annotation of a belief state is performed
implicitly while the wizard is allowed to fully fo-
cus on providing the required information. Given
the result of the query (a list of entities satisfy-
ing current constraints), the wizard either requests
more details or provides the user with the adequate
information. At each system turn, the wizard starts
with the results of the query from the previous
turn.

To ensure coherence and consistency, the wiz-
ard and the user alike first need to go through the

3However, the length of turns are significantly longer
than with spoken interaction (Section 4.3).
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Speech Acts: Statistics in LDC online chat corpus

Table 2: Speech act taxonomy and frequencies in the LDC online chat corpus
Classification Percent Example
Statement 34.50% 10-19-40sUser11...some people have a lot of blank pages
System 17.02% JOIN
Greet 13.40% Hey You
Emotion 11.52% lmao
Wh-Question 5.33% where from@11-09-adultsUser12
Yes/No Question 5.22% wisconsin?
Continuer 3.48% but i didnt chance it
Accept 2.45% ok
Reject 2.14% I can’t do newspaper.. I can’t throw that far and stairs give me problems
Bye 1.57% goodnite
Yes Answer 1.17% yeah
No Answer 0.94% nope 11-09-adultsUser27
Emphasis 0.48% Ok I’m gonna put it up ONE MORE TIME 10-19-30sUser37
Other 0.43% 0
Clarify 0.34% i mean the pepper steak lol

Nashville in here?”, ”are you a male?”, ”hey any guys with
cams wanna play?”, ”any guyz wanna chat”, ”any single
white females?”, ”r u serious”, ”can’t sleep huh?”, ”re-
ally?”, ”any girls wanna chat with 24/m”, ”22/m/wa any
ladies want to chat”, ”can i talk to him!!”. The word ”any”
seems to appear often and so are the forms of the auxiliary
verb ”to be” and modal verbs. It would also seem very use-
ful to use a lemmatizer or stemmer, that map morphological
variations of the same word to a canonical form, adapted to
the specific environment of online chat. For instance, we
would like to automatically decide that ”guyz” is the same
as ”guys” and that the words ”r” and ”u” may in fact be an
abbreviation for ”are you”. Without this additional knowl-
edge many resemblences would be lost. Also, the post ”re-
ally?” has no common feature with the others, except for the
question mark.

Some other speech act classes are even more suitable to
this approach. As an example, we will provide 12 randomly
selected instances labeled as Yes Answer in the same cor-
pus: ”yes 10-19-20sUser30”, ”sure 10-19-20sUser126”,
”yes 10-19-20sUser115!!!!”, ”yes”, ”yep”, ”yes....”, ”yes
i sleep”, ”yeah...”, ”U are Yes”, ”Yes i would 10-19-
30sUser12”, ”yep....cool...kool...”, ”yep...”. The word
”yes”, usually on the first position in the post, is a powerful
common feature, as well as the relatively short length of the
posts. A common feature is also the usage of pronouns, es-
pecially ”I”. However, without knowing that ”yes”, ”yep”
and ”yeah” are variants of the same word, any automated
classification method would lose a significant amount of ac-
curacy.

A previous attempt by (Marineau, et al. 2000) explored
classification using the first three words of each utterance.
We extended the range and used from the first two words
up to the first six words of each post. Using more words
does provide more information and thus an easier way to
differentiate between classes. However, due to the nature
of the corpus we used, sometimes considering too many
words is a disadvantage, because many posts are only one

or two words long and labeling the missing positions with
a none tag means encouraging a classifier to find common
features between all short utterances, regardless of their dif-
ferent words. We must introduce artificial values such as
none for missing positions in short posts in order to generate
values for all the six features, for instance, in models where
we use the first 6 words in chat posts to predict the speech
acts. We only used the first 6 leading words as the average
length in our LDC corpus was 4.67 words meaning models
with 6 words should use up all the words in the posts, on
average, to make predictions.

Related Work
Forsyth and Martell (Forsyth and Martell 2007) developed
a speech act classifier on the LDC corpus, using the taxon-
omy of (Wu, Khan, Fisher, Shuler and Pottenger 2005). The
corpus consisted of online chat sessions in English between
speakers of different ages. Their prediction model relied on
a set of 22 features that include: the number of chat posts
ago the user last posted something, number of chat posts in
the future that contain a yes/no pattern, total number of users
currently logged on, the number of posts ago that a post was
a JOIN (System message), total number of tokens in post,
first token in post contains ”hello” or variants, first token in
post contains conjunctions such as ”and”, ”but”, ”or”, etc.,
number of tokens in the post containing one or more ”?”
and number of tokens in the post in all caps. The values for
all the features were normalized. The first 9 features were
based on the distance of the post to specific posts around it,
while the rest of the features were based on the density of
some key words in the post or in the first token of the post
belonging to a specific speech act category. The machine
learning algorithms they used were Backpropagation Neu-
ral Network and Naı̈ve Bayes, with the former performing
better. Neither method seemed to make a reasonable clas-
sification unless the frequency of the class was higher than
3%.

Obviously, in the classification system of Forsyth and

26

Moldovan et al., Automated Speech Act Classification For Online Chat, MAICS, 2011, 710: 23-29.
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User Intent Modeling is far from satisfactory in Dialog Systems

▶ In task-oriented dialog systems:
▶ Although User Intent is explicitly modeled, there is still far to go. . .
▶ A disastrous example: 山东大汉大战语音导航

▶ In chit-chat dialog systems:
▶ There is not user intent modeling at all.
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UniDS: A Unified Dialogue System for Chit-Chat and Task-oriented Dialogues

does ... buy happiness?
I am ... cheap hotel.

Dialog history

[chit] money happiness
[hotel] price cheap

Belief state

[db_2]

DB result

[hotel] ... area

System act Response

okey , do you ... stay in ?
depends on ... on it .[chit] [chit_act][db_nore]

Belief state generation System act generation  Response generation

UniDS

Chit-chat
Task-oriented

Figure 2: The architecture of UniDS.

Unified dialogue data schema Chit-chat example Task-oriented example
User input Tokenized utterance does money buy happiness ? i am looking for a cheap hotel .
Belief state <domain> slot [value] <chit> money happiness <hotel> price cheap

DB result A token indicated the number
of candidate entities <db_nore> <db_2>

Act <domain> <act> [slot] <chit> <chit_act> <hotel> <request> area

Response Tokenized utterance depends on how much money
you spend on it .

do you have a specific area you
want to stay in ?

Table 2: Unified dialogue data schema (where tokens inside the square bracket are optional) and examples.

Chit-chat  
dialogue model UniDS

Trained with  
mixed dialogues

Figure 3: Training process of UniDS.

in an auto-regressive manner as:

L =
N∑

i=1

− logP (xi|x<i) , (5)

where xi is a token of Xt, and x<i are the preced-
ing tokens.

4 Experiment

4.1 Datasets
4.1.1 Task-oriented Dialogue Dataset
For task-oriented dialogues, we adopt the
publicly multi-domain task-oriented MultiWOZ
(Budzianowski et al., 2018), which consists of
10, 438 dialogues spinning over seven domains
(taxi, attraction, police, restaurant, train, hotel,
hospital).2 The train/validation/test sets of Mul-

2We use MultiWOZ 2.0.

tiWOZ have 8438/1000/1000 dialogues, respec-
tively. Each dialogue contains 1 to 3 domains.

4.1.2 Chit-chat Dataset
We derived open-domain chit-chat dialogue from
Reddit dump3. To avoid overlapping, the chit-chat
training set and test set are extracted from the Red-
dit posts in 2017 and 2018 respectively. To ensure
the generation quality, we conduct a careful data
cleaning. A conversation will be filtered when (1)
there is a URL in the utterance; (2) there is an utter-
ance longer than 200 words or less than 2 words; (3)
the dialogue contains “[removed]" or “[deleted]"
tokens; (4) the number of utterances in the dia-
logue is less than 4; (5) the dialogue contains offen-
sive words. Finally, we sample 8, 438 dialogues for
training which is the same size as the training set of
MultiWOZ. The validation set and test set contain
6, 000 dialogues and 8, 320 dialogues, respectively.

4.2 Baselines

For chit-chat dialogue, we compare UniDS with Di-
aloGPT (Zhang et al., 2020). For fair comparisons,

3https://files.pushshift.io/reddit/comments/
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training set and test set are extracted from the Red-
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the generation quality, we conduct a careful data
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there is a URL in the utterance; (2) there is an utter-
ance longer than 200 words or less than 2 words; (3)
the dialogue contains “[removed]" or “[deleted]"
tokens; (4) the number of utterances in the dia-
logue is less than 4; (5) the dialogue contains offen-
sive words. Finally, we sample 8, 438 dialogues for
training which is the same size as the training set of
MultiWOZ. The validation set and test set contain
6, 000 dialogues and 8, 320 dialogues, respectively.
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UniDS: A Unified Dialogue System for Chit-Chat and Task-oriented Dialogues

Model # of para. Task-oriented Dialogue Chit-chat
Inform Success BLEU Combined BLEU Dist-1 Dist-2 AvgLen

UBAR* 82M 91.5 77.4 17.0 101.5 - - - -
PPTOD ∼220M 89.20 79.40 18.62 102.92 - - - -
UBAR-12L 117M 89.40 75.10 16.93 99.18 - - - -
DialoGPT-12L 117M - - - - 0.27 6 32 14.00
UniDS-12L 117M 87.10 77.00 18.01 100.06 0.35 6 30 12.00
UBAR-24L 345M 89.40 75.50 16.86 99.31 - - - -
DialoGPT-24L 345M - - - - 0.43 7 36 12.28
UniDS-24L 345M 90.30 80.50 18.72 104.12 0.45 6 35 14.62

Table 3: Automatic evaluations of UniDS with two model sizes over two types of dialogue datasets. All
results are reported in percentage, except Combined and AvgLen. Best results are in bold. *: Results
reported in original paper (Yang et al., 2021) is not obtained by end-to-end evaluation. This result is
reported by authors of UBAR in https://github.com/TonyNemo/UBAR-MultiWOZ/issues/3.

we further fine-tune a 12-layer DialoGPT and a 24-
layer DialoGPT with our chit-chat dialogue train-
ing set, which we refer to as DialoGPT-12L and
DialoGPT-24L, respectively.

For TOD, we consider the state-of-the-art end-
to-end TOD system UBAR (Yang et al., 2021) and
PPTOD(Su et al., 2021). For a fair comparison
with UniDS, we also fine-tune UBAR from 12 lay-
ers DialoGPT and 24 layers DialoGPT with Multi-
WOZ dataset, the fine-tuned models are denoted as
UBAR-12L and UBAR-24L, respectively.

4.3 Implementation Details

UniDS and other baselines are implemented based
on HuggingFace’s Transformers (Wolf et al., 2019).
The max sequence length is 1024 and sequences
longer than 1024 are truncated from the head. We
use the AdamW optimizer (Loshchilov and Hut-
ter, 2019) and greedy decoding method for infer-
ence. All models are trained on a single Tesla V100,
and we perform a hyper-parameter search on batch
size and learning rate. The best model and hyper-
parameter are selected through the performance on
the validation set of MultiWOZ only.

As shown in Table1, chit-chat dialogues need to
attract users to talk more, while TOD needs to com-
plete tasks as soon as possible. Therefore, a model
trained with the mixed dialogue data tends to talk
long turns instead of efficiently completing the task.
Since entity recommendation acts are important for
dialogue system to complete tasks efficiently, we
use a weighted cross-entropy loss as the training
objective of UniDS. We assign larger weights to
tokens about entity recommendation actions. We
empirically set the weight of entity recommenda-
tion actions in loss function to 24, weights of other

4The appendix gives discussions for other values of weight,
but does not affect the overall conclusion.

tokens are set to 1 by default.

4.4 Evaluation Metrics
For chit-chat dialogues, the BLEU score (Papineni
et al., 2002) and the average length of the generated
responses are reported. Because of the diversity of
chit-chat, BLEU may be difficult to reflect the qual-
ity of chit-chat responses, we also report distinct-1
and distinct-2 (Li et al., 2016) of generated dia-
logues, which is defined as the rate of distinct uni-
and bi-grams in the generated sentences. We also
conduct a human evaluation on 50 randomly sam-
pled test dialogues for two 24 layers models. Three
judges evaluate them in terms of relevance, infor-
mativeness, and how human-like the response is
with a 3-point Likert-like scale (Joshi et al., 2015).

For TOD, we follow UBAR to use the following
automatic metrics: Inform refers to the rate of the
entities provided by a model are correct; success
measures the rate of a model has answered all the
requested information; and BLEU to measure the
fluency of generated responses. A combined score
is computed as (Inform+ Success)× 0.5+BLEU
to measure the overall response quality.

4.5 Overall results
Table 3 presents the overall comparison results of
automatic evaluation. The first block shows the
results of UBAR. The following two blocks are
various baselines trained on 12 or 24 layers Di-
aloGPT respectively. From these results, we have
the following observations.

i) For the chit-chat task, UniDS achieves com-
parable performance with DialoGPT. For the
BLEU score, UniDS outperforms DialoGPT
with 12L and 24L. On other metrics, UniDS
is comparable with DialoGPT. This demon-
strates that UniDS can still keep strong chit-
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UniDS: A Unified Dialogue System for Chit-Chat and Task-oriented Dialogues

Model
Task-oriented Dialogue Chit-chat

Inform Success BLEU Combined BLEU Dist-1 Dist-2 AvgLen

UniDS-12L 87.10 77.00 18.01 100.06 0.35 6 30 12.00
w/o chit-chat BS 83.90 72.80 18.15 96.50 0.37 5 29 14.67
w/o weighted loss 81.70 71.20 17.93 94.38 0.33 6 32 14.29

UniDS-24L 90.30 80.50 18.72 104.12 0.45 6 35 14.62
w/o chit-chat BS 86.90 78.50 18.71 101.41 0.49 6 33 15.29
w/o weighted loss 85.60 76.50 18.96 100.01 0.44 6 34 14.85

Table 4: Ablation studies of automatic evaluations for UniDS.

Here's the number for the [value_name], [value_phone].
How does the [value_name] sound for you?

[value_name] is located at [value_address]
and their phone number is [value_phone].

Act: [attraction] [inform] phone name address

Sure, give me their phone number. I
would also like to find an expensive
restaurant in west cambridge

Belief state: [attraction] area west

UniDS-24L w/o chit-chat BS

System

DB

User

System

... ... UniDS-24L

User

Act: [train] [request] destination 

Belief state:[attraction] area west [restaurant]
pricerange expensive area west

Sure, give me their phone number. I
would also like to find an expensive
restaurant in west cambridge

DB

Figure 4: TOD examples from UniDS w/o chit-chat BS and UniDS. UniDS w/o chit-chat BS does not extract the
user intent of searching restaurants, but UniDS extracts this intent successfully (highlighted in italics).

DialoGPT-24L Neutral UniDS-24L
(Win %) (% ) (Win %)

Relevance 25.33 42.67 32.00
Informativeness 29.33 33.33 37.34
Human-like 26.67 43.33 30.00

Table 5: Win rate [%] between the UniDS-24L and
DialoGPT-24L using three human evaluation metrics
on chit-chat dialogues. “Neutral” means the generated
responses of DialoGPT-24L and UniDS-24L are consid-
ered to have equal quality.

chat ability even after training with the mixed
dialogue data.

ii) For the TOD task, UniDS achieves better per-
formance than UBAR for the same parameter
size. For both 12L and 24L DialoGPT, UniDS
improves the BLEU score and the Combined
score compared with UBAR. We believe this
is because combining chit-chat dialogues for
training helps the model to generate more flu-
ent responses.

Furthermore, we also provide the human evaluation
results in Table 5. UniDS is compared to DialoGPT
regarding three dimensions for chit-chat dialogues.
We could see that UniDS consistently wins the
majority cases for all three aspects, including rele-
vance, informativeness, and human-like.

4.6 Analysis

4.6.1 Ablation Study

In this experiment (c.f. Table 4), we compare two
simplified versions of UniDS to understand the
effects of different components. For comparison,
we report the performance of 1) removing slots in
belief state of chit-chat, denoted as “UniDS w/o
chit-chat BS”, and 2) replacing the weighted cross-
entropy loss with a standard cross-entropy loss,
denoted as “UniDS w/o weighted loss”. Next, we
elaborate our observations w.r.t. these two compo-
nents.

w/o chit-chat BS: When removing the belief
state of chit-chat dialogues, the performances of
both UniDS-12L and UniDS-24L drop w.r.t. in-
form, success, and combined score for TOD. We
believe the reason is that the process of extracting
the belief state needs to copy some keywords from
the user utterance, and even extracting nouns as
belief state for chit-chat is helpful for UniDS to
learn this copy mechanism in the TOD task. Taking
the case in Figure 4 as an example, UniDS w/o
chit-chat BS (left) fails to extract the user’s interest
in searching restaurants, while UniDS (right) ex-
tracts the restaurant slot successfully. As a result,
UniDS could recommend the right entities. Further-
more, removing chit-chat BS does not degrade the
performance of chit-chat.
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Some Thoughts of Future Directions

▶ Unified Ontology of Domains-Intents-slots
▶ Intent modeling should be also applied to chit-chat dialog
▶ The definition of intents should be more fine-grained and has higher coverage.
▶ Data annotation will be a problem.
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